Unit I
MOSInverters

4.1 Introduction

In Chap. 3, we have seen that a metal—oxide-semiconductor (MOS)
transistor can be considered as a voltage-controlled resistor. This basic
property can be used to realize digital circuits using MOS transistors. In
this chapter, we discuss the realization of various types of MOS inverters.
The inverter forms the basic building block of gate-based digital circuits.
An inverter can be realized with the source of an n-type metal—oxide-
semiconductor (NMOS) enhancement transistor connected to the ground,
and the drain connected to the positive supply rail Vyq through a pull-up
device. The generalized block diagram is shown in Fig. 4.1. The input
voltage is ap-plied to the gate of the nMOS transistor with respect to
ground and output is taken from the drain. When the MOS transistor is
ON, it pulls down the output voltage to the low level, and that iswhy it is

called a pull-down device, and the other device, which is connected to Vygq,
is called the pull-up device.

The pull-up device can be realized in severa ways. The characteristics of the
inverter strongly depend on the pull-up device used to realize the inverter. Theoreti-
cally, a passive resistor of suitable value can be used. Although the use of a possible
resistor may be possible in realizing an inverter using discrete components, this is not
feasible in very-large-scale integration (VLSI) implementation. Instead, an ac-tive
pull-up device realized using a depletion-mode NMOS transistor or an enhance-ment-
mode NMOS transistor or a p-type metal—oxide-semiconductor (pMOS) transistor
could be used. Basic characteristics of MOS inverters are highlighted in Sect. 4.2. The
advantages and disadvantages of different inverter configurations are explored in Sect.
4.3 Section 4.3 explores the inverter ratio in different situations. The switching
characteristics on MOS inverters are considered in Sect. 4.5 Various delay parameters
have been estimated in Sect. 4.6 Section 4.7 presents the different circuit
configurations to drive alarge capacitive load.
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4.2 Inverter and Its Characteristics

Before we discuss about the practical inverters realized with MOS transistors, we
consider the characteristics of an ideal inverter [1, 2]. The truth table and logic sym-bol

of an inverter are shown in Fig. 4.2. The input to the inverter is Vi, and output iS V.

Figure 4.3 shows how the output of an ideal inverter changes as the input of the
inverter is varied from 0 V (logic level 0) to Vg (logic level 1). Initialy, output is Vgq
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when the output is 0 V, and as the input crosses Vq4/2, the output switchesto 0 V, and
it remains at this level till the maximum input voltage Vqg. This diagram is known as
the input—output or transfer characteristic of the inverter. The input voltage, Vyg/2, a
which the output changes from high ‘1’ to low “0’, is known as inverter threshold
voltage. For practical inverters realized with MOS devices, the voltage transfer
characteristics will be far from this idea voltage transfer characteristic represented by
Fig. 4.3. A more redlistic voltage transfer characteristic is shown in Fig. 4.4a. As
shown in Fig. 4.4a, because of some voltage drop across the pull-up device, the out-put

high voltage level is less than Vyq for the low input voltage level. This voltage is
represented by Voy, which is the maximum output voltage level for output level “1°.

As the input voltage increases and crosses the threshold voltage of the
pull-down transistor, it starts conducting, which leads to a decrease in the
output voltage level. However, instead of an abrupt change in the voltage
level from logic level ‘1’ to logic level ‘0’, the voltage decreases rather
slowly. The unity gain point a which dVp / dVi, = -1 is defined as the
input high voltage V., which is the maximum in-put voltage which can be
treated as logic level ‘0°.

Astheinput voltage is increased further, the output crosses a point where Vi = Vout.

The voltage at which this occursis referred to as the inverter threshold
voltage V.
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It may be noted that the inverter threshold voltage may not be equa to Vqyg/2 for

practical inverters. Before the output attains the output low voltage Vg, which is the
minimum output voltage for output logic level “0°, the transfer-characteristic curve

crosses another important point V|, the minimum input voltage that can be accepted
as logic ‘1. This point is also obtained at another unity gain point at which

dVo/ dVi, = -1lasshowninFig. 4.4a

An important parameter called the noise margin is associated with the
input—out-put voltage characteristics of a gate. It is defined as the
allowable noise voltage on the input of a gate so that the output is not
affected. The deviations in logic levels from the ided values, which are
restored as the signa propagates to the output, can be obtained from the
DC characteristic curves. The logic levels at the input and output are given

by
logicOinput: 0< Vi, <V,
logic 1input: vy < Vin < Vg,

logic O output: 0< Vo< VoL,

logic 1 output: Vo, < Vo< Vg .

The low-level noise margin is defined as the difference in magnitude
between the minimum low output voltage of the driving gate and the
maximum input low volt-age accepted by the driven gate.

NM |l' o | \T.3)



The high-level noise margin is defined as the difference in magnitude
between the minimum high output voltage of the driving gate and the
minimum voltage accept-able as high level by the driven gate:

NV = P =Py vy

To find out the noise margin, we can use the transfer characteristics as
shown in Fig. 4.4a. The noise margins are shown in Fig. 4.4b.

When any of the noise margins is low, the gate is susceptible to a
switching noise at the input.

4.3 MOSInverter Configurations

The various MOS inverter configurations [3] realized using different types
of pull-up devices are discussed in this section. In Sect. 4.3.1, the use of a
passive re-sistor as the pull-up device is discussed and disadvantages are
highlighted. The use of a depletion-mode nMOS transistor as the pull-up
device is discussed in Sect. 4.3.2. Section 4.3.3 discusses the use of an
enhancement mode of NMOS transistor, whereas Sect. 4.3.4 discusses the
use of apMOS transistor as a pull-up
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devicein configuration. The pMOS device can aso be used to realize the CMOS
inverter, where the two transistors are used in complementary mode, as discussed in

Sect. 4.3.5. Various inverters introduced in this section are compared in Sect. 4.3.6.

4.3.1 Passive Resistive asPull-up Device

A passive resistor R can be used as the pull-up device as shown in Fig.
4.5a. The value of the resistor should be chosen such that the circuit
functionally behaves like an inverter. When the input voltage Vi, is less
than Vi, the transistor is OFF and the output capacitor charges to V.
Therefore, we get Vyq as the output for any input voltage less than V .
When Vi, is greater than Vi, the MOS transistor acts as a resistor R,

where R; is the channel resistance with Vs > Vi, The output capacitor
discharges through this resistor and output voltage is given by

R

c

(4.3)

Normally, this output is used to drive other gates. Functionaly, this
voltage can be accepted as low level provided it islessthan V;. So,

R

oL dd R<7+£RL_ .

Assuming the typical value of threshold voltage Vi, = 0.2Vyq , We get



\ R (44)

= <
Vo Vg RFR —02Vy or R >4Rc

cL

This imposes a restriction on the minimum value of load resistance for a successful
operation of the circuit as an inverter. The input—output characteristic of the inverter
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Fig. 4.6 Redlization of a 9ce
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isshown in Fig. 4.5b. The circuit operates along the load line as shown in Fig. 4.5b.

For Vijn = 0V, the output voltage Vout = Vyq (point A), and for Vjn = Vg, the output volt-age
Vout = VoL, &s shown by point B. The transfer characteristic is shown in Fig. 4.5c, which
shows that the output is Vyq for Vin = OV, but for Vijn = Vgg the output is not OV.

Thisimplementation of thisinverter has a number of disadvantages:

*\ As the charging of the output capacitor takes place through the load
resistor R_ and discharge through R. and their values must be different
as per Eq. 4.4, there is asymmetry in the ON-to-OFF and OFF-to-ON
switching times.

*\ To have higher speeds of operation, the value of both R; and R_ should
be re-duced. However, this increases the power dissipation of the

circuit. Moreover, as we shall see later, to achieve asmaller value of R,
the area of the MOS inverter needs to be increased.

*\ The resistive load can be fabricated by two approaches—using a
diffused resis-tor approach or using an undoped poly-silicon approach.
In the first case, an n-type or a p-type isolated diffusion region can be
fabricated to realize a resistor between the power supply line and the
drain of the NMOS transistor. To realize aresistor of the order of few K



Q, as required for proper operation of the circuit, the length to width
must be large. To redlize this large length-to-width ratio in a small area,
a serpentine formis used as shown in Fig. 4.6. However, thisre-quires a
very large chip area. To overcome the limitation of this approach, the
second approach based on undoped poly-silicon can be used. Instead of
using doped poly-silicon, which is commonly used to redlize the gate
and interconnect regions having lower resistivity, undoped poly-silicon
is used here to get higher resistivity. Although this approach leads to a
very compact resistor compared to the previous approach, the resistance
value cannot be accurately controlled leading to large process parameter
variations. In view of the above discussion, it is evident that thisinverter
configuration is not suitable for VLSI realization. Better aternatives for
the readlization of the pull-up resistor are explored in the following
subsections.

4.3.2 nMOS Depletion-Mode Transistor as Pull up

To overcome the limitations mentioned above, MOS transistors can be used as pull-up
devices instead of using a passive resistor. There are three possible aternatives for
pull-up devices—an nM OS enhancement-mode transistor, a depletion-mode
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Fig. 47 a nMOS inverter with depletion-mode transistor as pull-up device; b voltage current
characteristic; c transfer characteristic. n(MOS n-type metal—oxide-semiconductor

nMOS transistor, or a pMOS transistor. Any one of the transistors can be
used as a pull-up device. First, we consider the use of an nMOS depletion-
mode transistor as an active pull-up (pu) device as shown in Fig. 4.7a. As
the output of an inverter is commonly connected to the gate of one or more
MOS transistors in the next stage, there is no fan-out current, and the
currents flowing through both the transistors must be equal. The input
voltage is applied to the gate of the pull-down (pd) transis-tor, and the
output is taken out from the drain of the pd device.

1.\ Pull-down device off and pull-up devicein linear region: This
correspondsto

point ‘A’ on the curve with the input voltage Vi < Vin ,\Vout = Vddand Igs=0. In
this situation, there is no current flow from the power supply and no current

flows through either of the transistors.



2.\ Pull-down devicein saturation and pull-up devicein linear region:
This corre-sponds to point B. Here,

N vy

I - 0 p _thd
\ W —(Vin )2 (4.5
and

l\ﬂVVpu V

Vipu)
\ ! pu = (VDUI - Vout y (4 6)
L
pu 2

where Vipg and Vi, are the threshold voltages of the enhancement- and
depletion-mode M OS transistors, respectively.

3.\ Pull-down and pull-up device, both in saturation: This is represented
by point C on the curve. In this situation,

KW

n pd
o= (V-V )

pd w

2

4.7)

pu tpu
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4.\ Pull-down devicein linear region and pull-up device in saturation: This
situa-tion occurs when input voltage is equal to Vyg. Here,

Voo
lod =Bpd Vin—Vipa— 27 VoL

p
pu
\ Ipu :_thu2 , (48
> )
w
vV
de = pd _ od
where K, — and Pw ke LT
L

pd
pd

Equating the two currents and ignoring VoL / 2 term, we get

B

\ pu 2

B (V = Vi)Vo
pd  dd = _Z(thu) ,

B
1 (thu )2 P (thu )2 1 (thu )2

\ 1 -
2K Vg - V -V 2K Vg
Vipd Mg @ Vg
where
B (W

\ Mo L)pd

K B .



(4.11)

(4.9

(4.10)

The quantity K is called the ratio of the inverter. For successful inverter

operation, the low output voltage, Vo_, should be smaller than the
threshold voltage of the pull-down transistor of the next stage. From the
above discussion, we can make the following conclusion:

*\ The output is not ratioless, which leads to asymmetry in switching
characteris-tics.

*\ Thereis static power dissipation when the output logic level islow.

*\ It produces strong high output level, but weak |ow output level.

4.3.3 nMOS Enhancement-Mode Transistor as Pull up



Alternatively, an enhancement-mode nMOS transistor with gate normally connect-ed
toitsdrain (Vyg) can be used as an active pull-up resistor as shown in Fig. 4.8a. Let us
consider the output voltage for two situations—when Vi, = O and Vi, = Vgg- In

the first case, the desired output is V gq. But as the output, Vo, approaches the volt-
age (Vgd — Vin), the pull-up transistor turns off. Therefore, the output voltage cannot
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reach Vgg. The maximum output voltage that can be attained is (Vgq = Vin),
where Vi, is the threshold voltage of the enhancement-mode pull-up



transistor. The output voltage for Vi, = Vg isnot 0 V, because in this case
both the transistors are conduct-ing and act as a voltage divider. The
transfer characteristic is shown in Fig. 4.8b. From the above discussion, we
can make the following conclusion:

*\ The output is not ratioless, which leads to asymmetry in switching
characteris-tics.

*\ Thereis static power dissipation when the output level islow.

*\ It produces weak low and high output levels.

As a consequence, nMOS enhancement-type transistor is not suitable as a
pull-up devicefor realizing an MOS inverter.

434 ThepMOS Transistor as Pull Up

We can realize another type of inverter with a pMOS transistor as a pull-up
device with its gate permanently connected to the ground as shown in Fig.
4.9a. As it is functionally similar to a depletion-type nMOS load, it is
called a ‘pseudo-nMOS’ inverter. Unlike the CMOS inverter, discussed in
Sect. 4.2.4, the pull-up transis-tor always remains ON, and there is DC
current flow when the pull-down device is ON. The low-level output is
also not zero and is dependent on the 3 ,, / B, ratio like the depletion-type
NMOS load. The voltage-transfer characteristic is shown in Fig. 4.9b.
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Fig. 410 a CMOSinverter; b voltage-current characteristic; and c transfer characteristic

435 pMOS Transistor asa Pull Up in Complementary Mode

In this case, a pMOS enhancement type transistor is used as a pull-up
device. How-ever, here the gates of both the pull-up and pull-down
transistors are tied together and used as input as shown in Fig. 4.10a
Output is taken from the drain of the pull-down device as usual. In this
case, when the input voltage Vi, = 0 V, the gate input of the pull-up
transistor is below Vyq of its source voltage, i.e., Vgs = =Vgq, which makes
the pull-up transistor ON, and the pull-down transistor OFF. So, thereis no
DC current flow between Vyq to ground. When the input voltage Vi = Vqg,
the gate input of the pull-up transistor is zero with respect to its source,
which makes it OFF. The pull-down transistor, however, is ON because
the Vg,spd = Vyq . In this situation also, thereis no DC current flow between
Vgq and ground. However, as the gate voltage is gradually increased from
‘0’ to “1’, the pull-up transistor switches from ON to OFF and the pull-
down transistor switches from OFF to ON. Around the midpoint, both
transistors are ON and DC current flows between V44 and ground. Detailed
analysis can be made by dividing the entire region of operation into five
basic regions as follows:



Region 1. 0 < Vi, < Viy The pull-down transistor is off and the pull-up
transistor is in the linear (subthreshold) region as shown by a
representative point ‘A’ on the super-imposed nMOS and pMOS
transistor’s drain-to-source voltage-current character-istic curves. In this
region, there is no DC current flow and output voltage remains close to

Vgg- This corresponds to point ‘A’ in Fig. 4.10b.

Region 2: Vin < Vi < Vi Here, the pull-down transistor moves into a saturation
region and the pull-up transistor remains in the linear region as represented by point B,

when the input is V|_. The pull-down transistor acts as a current source and pull-up
transistor acts as aresistor. The current flow through the transistor increases as

Vip increases from Vi, to Vi, and attains a maximum value when Vi = Vipy-
Since the same current flows through both the devices, l4g = —lgsn

For the pMOS devices, the drain current is given by

\ ldsp = =Bp (Vin = Vdd ~Vip )(Vo ~ Vd) — (Vo -Vdd) ) (4 12)

2
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where
and V =V-V.

Odd

V. =VV

in dd

B & — )

p pL

gsp dsp

p

The saturation current of the nMOS transistor is

7

given by
(V -V )
I - in tn
dsn Bn f
2
where = and Vgsn = Vin
B K (W/L) :
Equating these two, we
get
\Y
—V) _ dd Bn )
——-VV -—(V-V) (413

2V

\ V=V V) + (V

2 Bp

A plot of thisis shown in Region Il of Fig. 4.10c

The V,_ corresponds to the point dVe / dVin = =1, and, at this point, the nMOS
transistor operates in the saturation region, whereas the pMOS transistor operatesin

the linear region. Equating | gsn = —ldsp,

we get



ra

(Vgsn ~Vin ) = (Vgsp ~Vip )Vdsp ~Vegp'

Substitutin
g
V =V ,V =- and Vg =—Vou
o in oo (Vgg  —Vin) ~(Vaa),
we
get
B . Bp 2
: 2 (Vin ~Vag ~Vip ) (Vour ~Vag) -
\ _(Vin _th) = (Vout —Vdd) . (4.14)
2 2

Differentiating both sides with respect to Vi, we get

B v av
" Vg Vp ot Mot Vaa) = Vg
i (Vm_ th) = Bp(vln )

dv
2 dVin in

Substituting, Vin = VL and dVo / dVin = -1, we get
B n (ML = Vin) = Bp (2Vout = ViL + Vip ~Vdd )

(2Vout + Vip=Vad + (Bn/Bp) Vin
| ) (4.15)

or ViL=

1+ (Bn/Bp))
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B,/ , the value of
For B, =1,andV =V V can be found out to be
out dd IL
1
Vv
\ L ="(3Vy + 2Vin) (4.16)
8

Region 3: Vi, = Vi At this point, both the transistors are in the saturation
condition as represented by the point C on the superimposed characteristic
curves. In this regions, both the transistors can be modeled as current
SOUrces.

Assuming

we may equate the saturation currents of the pull-up and pull-down transistors to get

Equating we get,



|dsn
2 Ly
1 b 2
2 L,
For
B 2 Bp 2
"y _ = Vg ~Vip
or - ( ARV ) - (Vlnv)
2 2
Vv TV Tv

inv dd tp Bn
oo "V -V =-F
inv tn P

B B

orv I+ — =V +V+V -
. B : P
P p
Bn
V +V +V
dd tp n
Bp
or
Vinv -
B

(4.17)



Bn =Bpand Vin = -V, Weget Vip, =V /2.

In aCMOS process,
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Kn = i =25
M
P
K
P
Tomake 3 p =Bp,one
may choose W
\ W 25 (4.18)
L n
Lp

which can be realized with pMOS channel 2.5 times wider than the nMOS channel of
the same length. The inverter acts as a symmetrical gate when thisis realized.

Since both the transistors are in saturation, they act as current sources
and at this point the current attains a maximum value as shown in Fig.
4.10c. This leads to power dissipation, known as short-circuit power
dissipation. Later, we will derive a detailed expression for short-circuit
power dissipation.

Region 4: Vin, < Vin < Vag — Vip  As the input voltage has been increased
above Viny, the NMOS transistor moves from the saturation region to the
linear region, FnT

whereas the pMOS transistor remains in saturation. With the increase in
input volt-age beyond Vi, the output voltage and aso the drain current
continue to drop. A representative point in this region is point D. In this

region, NMOS transistor acts as a resistor and pMOS transistor acts as a
current source.



Thedrain current for the two transistors are given by

V2
ldsn=Bn (Vin‘th)VO‘ ——and lggp = —Bp (Vin_Vdd_th)
2
As
|l =-1
dsn dsp
we get
VL
° 2
BV -VyV -— =p v~ V-V)
n " o 2 p dd ®
or
v? Bp

. -
_——(V VW o+ —(V —v_V) =0.

in tn O in dd tp

2 Bn
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Solving for Vg, we get

\ (v -v )2_— o (v -v

Vo= (Vin=Vin) - -V oy
in tn in dd tp
\ bn
I'
\Il' B
Vo= (Vin=Vin) -

(Vin =Vin )* = B° (Vin Vg ~Vip )* (4.19)

n

Similarly, we can find out the value of V| when the nMOS transistor
operatesin the linear region and pMOS transistor operates in the saturation

region. Equating lgsh = lgsp, a this point, we get

p
Bn 2 P
\ __2(V =V)V =V =__ (V -V)%.
2 gsn th dn d=n 2 gsp tp
Substituting Vgss = = Vin) and
_(Vdd Vdsp == (Vdd _VOUI )1
we get
Bn Pp N 0
\ _2V-V  V-V?=_V -V -V w
(imn) out out ( in dd Ip) ’
2 2

Differentiating both sides with respect to Vip,
we get

nwococonu

av

B n (Vin _th )_

av

+V

out



we get
B n(-ViH+Vin+ 2Vou ) = Bp (Vi — Vad
_th )
Bn
or V+V+__(2Vv +V)
ddtp out tn
B
ViH P
\ =
Bn
14—

B

p

(4.20

(4.21



(4.22)

This equation can be solved with the Kirchhoff’s current law (KCL) equation to obtain

1
numerical values of Vi and Viyt. For B n / Bp =1, thevalueof Vig = 8 (5Vad — 2Vin).

For a symmetric inverter, Vig + Vit = Vqq .

Noise Margin:
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Fig. 4.11 Transfer charac-
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which are equal to each other.

Region 5: Vgg — Vip, < Vin < Vg Inthisregion, the pull-up pMOS transistor remains

OFF and the pull-down nMOS transistor goes to deep saturation. However,
the current flow through the circuit is zero as the p transistor is OFF and

the output voltage Vo = 0.



Based on the above discussions, key features of the CMOS inverter are
high-lighted below:

It may be noted that unlike the use of NMOS enhancement- or depletion-
mode transistor as a pull-up device, in this case, there is no current flow
either for ‘0’ or ‘1’ inputs. So, there is no static power dissipation. Current
flows only during the transition period. So, the static power dissipation is
very small. Moreover, for low and high inputs, the roll of the pMOS and
NMOS transistors are complementary; when one is OFF, the other one is
ON. That is why this configuration is known as the complementary MOS
or CMOS inverter. Another advantage is that full high and low levels are
generated at the output. Moreover, the output voltage is independent of the
relative dimensions of the pMOS and nMOS transistors. In other words,
the CMOS circuits are ratioless.

Bn/ Bp Ratio: As we have mentioned earlier, the low- and high-level outputs of a
CMOS inverter are not dependent on the inverter ratio. However, the transfer
characteristic is a function of the B , / B, ratio. The transfer characteristics for three
different ratio values are plotted in Fig. 4.11. Here, we note that the voltage at which

the gate switches from high to low level (Vjpy) is dependent on the 3,/ B ratio. Vipy
increases as 3 , / By decreases. For a given process technology, the 3 , / B can be

changed by changing the channel dimensions, i.e., the channel length and
width. Keeping L the same, if we increase W, / W, rétio, the transition
moves towards the left and as W, / W, is decreased, the transition moves
towards the right as shown in Fig. 4.11. Asthe carrier mobility depends on
temperature, it is expected that the transfer characteristics will be affected
with the temperature. However, both 3, and B, are affected in the same
manner (B T ) and the ratio B , / B, remains more or less the same.
On the other hand, both the threshold voltages Vi, and Vi,
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Table4.1 Comparison of the inverters

Inverters Y Lo v HI Noise margin Power
Resistor Weak Strong Poor for low High
nMOSdepletion  Weak Strong Poor for low High
nMOS Weak Weak Poor for both low High
enhancement and high
Psuedo-nMOS Weak Strong Poor for low High
CMOS Strong Strong Good Low

nMOS n-type metal—oxide-semiconductor, CMOS complementary metal—oxide-semiconductor

decrease with increase in temperature leading to some shrinkage of the
region | and expansion of region V.

4.3.6 Comparison of the Inverters

Table 4.1 summarizes the performance of the five different types of inverters dis-
cussed in this section. As given in column 2, low output level is weak, i.e., the out-put
does not go down to 0 V, for all the inverters except CMOS. High-output level is weak
only for the inverter with the enhancement-mode nMOS transistor as pull-up devices.

For al other inverters, full high-level (Vqyq) is attained as shown in column 3. As
shown in column 4, CMOS gives a good noise margin both for high- and low-logic
levels. The inverters with nMOS enhancement-mode transistor as pull up have poor
noise margin both for high- and low-logic levels. For al other types of invert-ers, noise
margin is poor for low levels. So far, as power consumption is concerned, all inverters
except CMOS draw DC current from the supply when the input is high. As a
conseguence, only CMOS consumes lower power compared to other types of inverters.
From this table, we can conclude that CMOS is superior in all respects compared to
other types of logic circuits because of these advantages. As a conse-quence, CMOS
has emerged as the dominant technology for the present-day VLSI circuits. In case of
nMOS depl etion mode of transistor as a pull-up device, low-level noise margin is poor,
and in case of NMOS enhancement-mode transistor, the noise margin is poor for both



low and high levels. It may be noted that CMOS circuits provide better noise margin
compared to other two cases asgivenin Table 4.1.

44 Inverter Ratioin Different Situations

In apractical circuit, an inverter will drive other circuits, and, in turn, will
be driven by other circuits. Different inverter ratios will be necessary for
correct and satis-factory operation of the inverters. In this section, we
consider two situations—an inverter driven by another inverter and an
inverter driven through one or more pass transistors—and find out the
inverter ratio for these two cases.
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44.1 AnnMOSInverter Driven by Another | nverter

Let us consider an nMOS inverter with depletion-type transistor as an active load is
driving a similar type of inverter as shown in Fig. 4.12. In order to cascade two or
more inverters without any degradation of voltage levels, we have to meet the con-

dition Vjn = Vout = Vinv; and for equal margins, let us set Viny = 0.5 Vgg. This condition
is satisfied when both the transistors are in saturation, and the drain current is given by

\ | K W (Vgs =V )? (4.23)



For the depletion-mode
transistor,

W (-V )?

\ la™'K : (4.24)

pu 2

where Vg is the threshold voltage of the depletion-mode transistor and
Vgs=0. And for the enhancement-mode transistor,

W -V )
I - el inv n
\ s K (4.25)
2L
Equating these currents, we
get
W W
pd (;/inv - th w )
\ —) =— (Vi) (4.26)
L L
pd pu
Assuming Z pg = Lpg / 7 where Z is known as the
Wpd and pu = Lpu / Wpu y a$ect

ratio of the MOS devices, we
have
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Zpu (Vinv =Vin ) = ~Vidp (4.27) pa

\Y
tdp
V =V -
or inv tn 7
pu
zZ
pd

Substituting typical values = 0.2Vyq Vigp = —0.6Veg and Vi =
Vin , 0.5Vyq ,

we get

Z
mo4 (4.28
Z



Thisratio Z p, / Zyg isknown asthe inverter ratio (Ripy) of the inverter, and
itis4:1for aninverter directly driven by ancther inverter.

442 AnnMOS Inverter Driven Through Pass Transistors

Here, an nMOS inverter is driven through one or more pass transistors as
shown in Fig. 4.13. Aswe have seen in Sect. 4.1, a pass transistor passes a

weak high level. If Vyq is applied to the input of a pass transistor, at the
output, we get (Vgg-Vip), Where Vi, is the threshold voltage of the pass

transistor. Therefore, instead of Vyg, a degraded high level (Vyg—Vip) is
applied to the second inverter. We have to ensure that the same voltage
levels are produced at the outputs of the two Inverters in spite of different
input voltage levels.

Firgt, let us consider inverter 1 with input voltage Vgyg. In this situation,
the pull-down transistor is in active mode and behaves like a resistor,
whereas the pull-up transistor is in saturation, and it represents a current
source.

For the pull-down transistor

| gs= W 2
\ K - (4.29)

pdl

<
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Therefore,
V1 Lo 1
R =__
1
\ | KW Y
dsl pd1 Vdd - th -
2
Ignoring
L
\% pa1 1
__ factor,Ry
\ = (Vag =Vin -
2 K )
Now, for the depletion-mode pull-up =0
transistor, Vgs ,
(_ 2
w V)
Il - pul tdp
\ lds =K~
L
pul 2
The product
Z (-V )
pdl 1 tdp
\ Il 1 - outl - —
Z V -V

pul  dd tn 2

85

(4.30

(4.31)

(4.32)

(4.33)

In asimilar manner, we can consider the case of inverter 2, where the input

voltageis (Vga—Vip). Asin case of inverter 1, we get



Z

2
o2 1 adl = 1 (V) (4.34
\ Ro= - 2 K — )
K (V V )-V “wr 2
dd tp tn
Therefore,
L
v =IR ™ ! Ve @3
\ out2 2 2 = )
Z (V-V-V)
pu2 dd tp tn 2

If we impose the condition that both the inverters will have the same
output,

Z Z vV -V

pu2 pul (dd )
Vout1 = Vout 2then, 11 R =1 2Ry (4.36
\ or =
Z Z (V-V-V)
pd2 pdl dd tp tn
Substituting typical values = and Vyp = 0.3Vgq
Vin 0.2Vyq ,
we get
L L L L
w2 4.0 pu pu2 pul 8 (4.37
\ - — _ )
Z Z 2

2 25 Zpg or e = Zpgr =1
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It may be noted that, if there are more than one-pass transistors before the
second inverter, the degradation in the high voltage level is the same.
Therefore, we may conclude that, if an inverter is driven through one or
more pass transistors, it should have inverter ratio Z p / Zpg =8/ 1.



4.5 Switching Characteristics

So far, we have discussed the DC characteristics of an inverter, which gives us the
behaviour of the inverter in static conditions when inputs do not change. To under-
stand the switching characteristics, it is necessary to understand the parameters that
affect the speed of the inverters. In this section, we consider the dynamic behav-iour of
aCMOS inverter. A CMOS inverter driving a succeeding stage is shown in Fig. 4.14a.
As shown in the figure, various parasitic capacitances exist (Fig. 4.15).

The capacitances Cyq and Cgs are mainly due to gate overlap with the diffusion
regions, whereas Cq, and Cy, are voltage-dependent junction capacitances. The ca
pacitance C qt is the lumped value of the distributed capacitances due to intercon-

nection and Cgpn and Cyp are due to the thin oxide capacitances over the gate area of
the NMOS and pMOS transistors, respectively. For the sake of simplicity, al the
capacitances are combined into an equivalent lumped capacitance Ci, which is con-
nected as the load capacitance of the inverter as shown in Fig. 4.14b. Here,
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dgn dgp dbn dbp int gn ap

We assume that an idea step waveform, with zero rise and fal time is
applied to the input as shown in Fig. 4.14b. The delay tg is the time
difference between the midpoint of the input swing and the midpoint of the
swing of the output signal. The load capacitance shown at the output of the
inverter represents the total of the input capacitance of driven gates, the
parasitic capacitance at the output of the gate itself, and the wiring
capacitance. In the following section, we discuss the estimation of the oad
capacitances.

451 Delay-Time Estimation

The circuit for high-to-low propagation delay time tpy, estimation can be
modeled as shown in Fig. 4.16c. It is assumed that the pull-down nMOS
transistor remains in saturation region and the pMOS transistor remains of f
during the entire discharge period. The saturation current for the nMOS
transistor is given by

Bn

(v -V)? (4.38)

dsn gs tn
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The capacitor C|_ discharges from voltage Vgq to Vgg/2 during time tg to t;.

V
w Bn (Vgs - th )2 X (tl - tO
\ — =V — ). (4.39
)
2 2C,
Substituting =Vg andt phl =t —
Vgs to,
we get thefal delay
\ \Y C
dd L
t =X
mo B (V -V
n dd tn §44O

When the input goes from high (Vqg) to low, initially the output is at a low
level. The pull-up pMOS transistor operates in the saturation region. In a
similar manner, based on the model of Fig. 4.16d, the rise time delay is
given by

\ o B VE . (4.41)

For equally sized MOS transistors, the rise delay is greater than the fall
delay be-cause of lower mobility of p-type carriers. So, the pMOS



transistor should be sized by increasing the width W, in order to get equal
size and fall delays.

Delay Time By taking average of the rise and full delay time, we get the delay time

1 ( t ph + tpih
tg= )
\ 2
(4.42
1 )
CL 1
_ + ,
Vi V 2 V
1 p1_|"
n P
Vdd dd
Assuming Vi, = -V = V;, thedelay isgiven by
L Lp C
L
tg= f (4.43
\ "n"'n ~ p vp 2 )
Vit
vV o1
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Fig. 4.17 Ring oscillator E E E

realized using odd number of

inverters

This expression gives us a simple analytical expression for the delay time.
It is observed that the delay is linearly proportional to the total load
capacitance C_. The delay also increases as the supply voltage is scaled
down, and it increases drasti-cally as it approaches the threshold voltage.
To overcome this problem, the thresh-old voltage is also scaled down
along with the supply voltage. This is known as the constant field scaling.
Another alternative is to use constant voltage scaling, in which the supply
voltage is kept unchanged because it may not be always possible to reduce
the supply voltage to maintain electrical compatibility with other sub-
systems used to realize a complete system. The designer can control the
following parameters to optimize the speed of CMOS gates.

*\ The width of the MOS transistors can be increased to reduce the delay.
This is known as gate sizing, which will be discussed later in more
detail.

*\ The load capacitance can be reduced to reduce delay. This is achieved
by using transistors of smaller and smaller dimensions as provided by
future-generation devices.

*\ Delay can also be reduced by increasing the supply voltage Vqyq aong
and/or reducing the threshold voltage V; of the transistors.

4.5.2 Ring Oscillator



To characterize a particular technology generation, it is necessary to measure the gate
delay as a measure of the performance [1]. It is difficult to measure delays of the order
of few nanoseconds with the help of an oscilloscope. An indirect approach is to use a
ring oscillator to measure the delay. A ring oscillator is realized by a cascade
connection of odd number of alarge number of inverters, where the output of the last
stage is connected to the input of the first stage, as shown in Fig. 4.17. The circuit
oscillates because the phase of the signal fed to the input stage from the output stage
leads to positive feedback. The frequency of oscillation for this closed-loop cascade
connection is determined by the number of stages and the de-lay of each stage. The
output waveform of athree-stage ring oscillator is shown in Fig. 4.18. The time period
can be expressed as the sum of the six delay times

T=t +t +t +t +t +t
phll plh2 phl 3 plhl phl 2 plh3

=(t +t )+ +t )+t

phil  plhl phi2  ph2”  phi3  ph3

=2ty + 2ty + 2ty
=6ty

=2.3ty.
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Fig. 4.18 Output waveform

of athree-stage ring oscillator I }
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For an n-stage (where n is an odd number) inverter, the time period T = 2enty .
Therefore, the frequency of oscillation f=1/2ntyort y= 1/ 2nf . It may be noted that
the delay time can be obtained by measuring the frequency of the ring oscil-lator. For
better accuracy of the measurement of frequency, a suitable value of n (say 151) can be
chosen. This can be used for the characterization of a fabrication process or a
particular design. The ring oscillator can also be used for on-chip clock generation.
However, it does not provide a stable or accurate clock frequency due to dependence
on temperature and other parameters. To generate stable and accurate clock frequency,
an off-chip crystal is used to realize a crystal oscillator.

4.6 Delay Parameters

In order to understand the delay characteristics of MOS transistors, we
have to con-sider various parameters such as resistance and capacitances of
the transistors along with wiring and parasitic capacitances. For ease of
understanding and simplified treatment, we will introduce simplified
circuit parameters as follows:
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Fig. 419 Onesdlab of con- f—

ducting material

4.6.1 Resistance Estimation

Let us consider a rectangular slab of conducting material of resistivity p, of
width W, of thicknesst and length L as shown in Fig. 4.19. The resistance

between A and B, Rapg between the two opposite sidesis given by

Rig PL pL
\ - _=_0 (4.44)

tW A

where A is the cross section area. Consider the casein which L =
W, then

\ R =_=RQ (4.45)

where Ry is defined as the resistance per square or the sheet resistance.

Thus, it may be noted that R is independent of the area of the square.

The actua value of Rs will be different for different types of layers, their
thickness, and resis-tivity. For poly-silicon and metal, it is very easy to



envisage the thickness, and their resistivities are also known. But, for
diffusion layer, it is difficult to envisage the depth of diffusion and
impurity concentration level. Although the voltage-current characteristics
of an MOS transistor is nonlinear in nature, we may, approximate its
behaviour in terms of a “‘channel’ resistance to estimate delay performance.
We know that in the linear region

v 2

(4.46
lds=B (Vgs— Vi )Vus © )
2
Assuming, Vgs (Vgs —Vi), we may ignore the quadratic term to get
las=PB (Ves -Vt ).Ves
Vs 1 1 L

\ oR = = - . §4.47

L 1
=  K—whereK=
w uC Vv -v
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Table4.2 Sheet resistances of different conductors

Sheet resistance in ohm/sg.

Layer Min. Typica Max.
Metal 0.03 0.07 0.1
Diffusion (n', p)) 10 25 100
Silicide 2 3 6
Poly-silicon 15 20 30
n-channel 10*

p-channel 25x 10"

K may take a value between 1000 to 3000 Q/sqg. Since the mobility and the threshold
voltage are functions of temperature, the channel resistance will vary with tempera-
ture. Typical sheet resistances for different conductors are given in Table 4.2.

Sheet resistance concept can be conveniently applied to MOS transistors
and inverters. A diffusion and a poly-silicon layer are laid orthogonal to
each other with overlapping areas to represent a transistor. The thinox
mask layout is the hatched overlapped region. The poly-silicon and the
thinox layer prevent diffusion to occur below these layers. Diffusion takes
place in the areas where these two layers do not overlap. Assuming a
channel length of 2A and channel width of 2A, the resistance of this channel
isgiven by

R=1square x Rs Q per square where Ry = 10° Q.

In this case, the length to width ratio is 1:1.

For atransistor with L = 8\ and W= 2A,



Thus, the channel resistance = 4 x Ry = 4 x 10% Q. It can be regarded as
four-unit squares in series. It is also possible to consider an inverter with a

given inverter ratio of zy,:z,q. The most common ratio of 4:1 can be
realized in one of the two ways as shown in Fig. 4.20.

4.6.2 Area Capacitance of Different Layers

From the structure of MOS transistors, it is apparent that each transistor
can be rep-resented as a paralel-plate capacitor. The area capacitance can
be calculated based on the dielectric thickness (silicon dioxide) between
the conducting layers.

Here, area capacitance

\ 0 ins (448)
C= D Farads,
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Table4.3 Capacitance of different materials

Capacitance Vauein pFum’ Relative value
Gate to channel 4x10 1

Diffusion 1x10 " 0.25
Poly-silicon 4x10" 0.1

Metal 1 03x10" 0.075

Metal 2 02x10 " 0.50

Metal 2 to metal 04x10 " 0.15

Metal 2 to poly 03x10* 0.075

Fig. 420 Two different

inverter configurations with

inverter ratio 4:1

where D is the thickness of the silicon dioxide, A is the Area of place, € is the rela-
tive permittivity of SO, = 3.9, and gy = 8.85 x 101 F/cm, permittivity of free space

For 5-um MOS technology, typical area capacitanceisgivenin Table
4.3



4.6.3  Standard Unit of Capacitance Cy

The standard unit of capacitance Cy is defined as the gate-to-channel
capacitance of a minimum-size MOS transistor. It gives a vaue
approximate to the technology and can be conveniently used in
calculations without associating with the absolute val ue.

Considering 5 um techn_g!ogy, Wpere gaearea=5umx 5um=25 pmz,
areaca-pacitance=4x 10 " pF/cm".

Therefore, standard value of Cy = 25 x 4 x 10" pF = .01 pF.

Example 2.2

Let us consider arectangular sheet of length L and width W. Assuming L =
20 and

W = 3, the relative area and capacitances can be calculated as follows:

:20)(3:

Relative area 10

2x3

a\ Consider the areain metal

\  capacitance to substrate = 15 x 0.075 Cg= 1.125 Cy
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b.\ Consider the same are in poly

\ capacitance to substrate = 15 x 0.20 = 1.5 Cy

c.\ Considering it in diffusion

\ capacitance to substrate = 15 x 0.25 = 3.70 Cy

A structure occupying different layers can be calculated in the same
manner.

4.6.4 TheDelay Unit

Let us consider the situation of one standard gate capacitance being
charged through one square of channel resistance.

Timeconstant =1Rsx 1 Cys

For 5-um technology

1=10°Q *x 0.0l pF=0.1ns

when circuit wiring and parasitic capacitances are taken into account,
this figure increases by afactor of 2-3.

So, in practice 1 = 0.2-0.3 ns.

The value of T obtained from transit time calculationsis



Substituting the values corresponding to 5 um technology

T w=25um’Vsx 10°ns10* =

0.13ns. 650cm” 3V 10" sum’

(Assuming Cy is charged from 0 V to 63 % of Vqq)

It may be noted that thisis very close to the theoretical estimate, and it
is used as the fundamental time unit and all timings can be evaluated in
termsof 1.

4.7  Driving Large Capacitive L oads

There are situations when a large load capacitance such as, long buffers,
off-chip capacitive load or I/O buffer are to be driven by agate [1]. In such
cases, the delay can be very high if driven by a standard gate. A super
buffer or aBiCMOS inverter is used or cascade of such gates of increasing
can be used to achieve smaller delays as discussed in the following
subsections.
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Fig. 4.21 alnverting super buffer; b noninverting super buffer

4.7.1 Super Buffers

We have seen that one important drawback of the basic nMOS inverters
(because of ratioed logic) in driving capacitive load is asymmetric drive
capability of pull-up and pull-down devices. This is because of longer
channel length (four times) of the pull-up device. Moreover, when the pull-
down transistor is ON, the pull-up transis-tor also remains ON. As a
consequence, a complete pull-down current is not used to discharge the
load capacitance, but part of it is neutrdized by the current pass-ing
through the pull-up transistors. This asymmetry can be overcome in
especially designed circuits known as super buffers. It is possible to realize



both inverting and noninverting super buffers as shown in Fig. 4.21. In
standard nMOS inverter, the gate of the depletion-maode pull-up device is
tied to the source. Instead, the gate of the pull-up device of the super buffer
is driven by another inverter with about twice the gate drive. Thus, the
pull-up device is capable of sourcing about four times the current of the
standard NnMOS inverter. Thisis the key idea behind both the inverting and
noninverting types of super buffers. This not only overcomes the
asymmetry but aso enhances the drive capability.

A schematic diagram of nMOS super buffers, both inverting and
noninverting types, are shown in Fig. 4.21. As shown, the output stageis a
push—pull stage. The gate of the pull-up device is driven by a signal of
opposite level of the pull-down de-vice, generated using a standard
inverter. For the inverting-type super buffer, when the input voltage is low,
the gates of both the pull-down transistors are low, the gates of both the
pull-up devices are high, and the output is high. When the input voltage is
high, the gates of both pull-down devices switch to high, the gates of both
pull-up devices switch to low, and the output switches from high to low.
The small-channel resistance of the pull-down device discharges the output
load capacitor quickly. When the input voltage goes from high to low, the
gate of the pull-up device quickly switches to high level. This drives the
pull-down stage very quickly, and the output switches quickly from low to
high. It can be shown that the high-to-low and low-to-high switching times
are comparable.
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In order to compare the switching speed of a standard inverter and a
super buffer, let us compare the current sourcing capability in both the
situations.

For a standard inverter, the drain current of the pull-up devicein
saturation (0 < Vg < 2V) and linear region are given asfollows:

B
lgs(sat) ™ (Vgs—Viw  Where
= —)  Videp = -3V
\ 2 (4.49)

B

=—9M (0+3)* =458, .

vV 2
| dS( lin ) =Bpu (Vgs _thED )Vds =
‘ 2 (4.50)
B
p“ +3)25-
=—2(0 (2.5)% = 4.38 By -
2

The average of the saturation current for Vg = 5V and linear current for
Vas= 2.5V is approximately 4.4 Bp,.

For the super buffer, the pull-up device is dways in linear region
because Vgs = Vgs. The average pull-up current can be assumed to be an
average of the linear currentsat Vys=5V and Vgs=25V.

| dS(5V) Bpu 2(5+3)5-
- _ 5



2

=27.5Bpu,
P 2
lgs(25V) pu + - (25
= —2(25 3)28 )
2
=10.62Bpy -
The average source current
(27.5

+10.62)Bpu = 19.06Bpy

Therefore, the current drive is = 19.06 / 4.44 = 4.3 times that of standard
inverter for the super buffer using totem pole output configuration. This
high drive also al-leviates the asymmetry in driving capacitive loads and
makes the NMOS inverter behave like aratioless circuit.
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Fig. 422 aA conventional BICMOS inverter; b output characteristics of static CMOS and BiC-
MOS. CMOS complementary metal—oxide-superconductor

4.7.2 BIiCMOSInverters

Higher current drive capability of bipolar NPN transistors is used in realizing BiC-
MOS inverters. Out of the several possible configurations, the conventional BiC-MOS
inverter, shown in Fig. 4.22, is considered here. The operation of the inverter is quite
straightforward. The circuit requires four MOS transistors and two bipolar NPN

transistors Q1 and Q,. When the input Vi, is low, the pMOS transistor Py is ON, which
drives the base of the bipolar transistor Q1 to make it ON.The nMOS transistor Nq and
N> are OFF, but transistor N3 is ON, which shunts the base of Q- to turn it OFF. The
current through Qq charges capacitor C| and at the output Vg, We get a voltage
(Vgd—Vbe), Where Ve is the base-emitter voltage drop of the transistor Q. If the input
is high (Vyq), transistors P; and N3 are OFF and Nq and N, are ON. The drain current
of N> drives the base of the transistor Qo, which turns ON and the transistor N1 shunts

the base of Q1 to turn it OFF. The capacitor C_ discharges through Q. The
conventional BICMOS gate gives high-current-drive capability, zero static power
dissipation and high input impedance. The DC characteristic of the conventional
BiCMOS inverter is shown in Fig. 4.22a. For a zero input voltage, the pM OS transistor



operates in the linear region. This drives the NPN transistor Q; and the output we get

IS Vgd = Vbe: Where Vi is the base-emitter voltage drop of Qp. As input voltage
increases, the subthreshold leakage current of the transistor

N3 increases leading to a drop in the output voltage. For Vin = Viny (Vgd/2), both Py
and N transistors operate in the saturation region driving both the NPN transistors

(Q1 and Q2) ON. Inthisregion, the gain of the inverter is very high, which
leads to a sharp fal in the output voltage, as shown in Fig. 4.22b. As the
input voltage is further increased, the output voltage drops to zero. The
output voltage characteris-tics of CMOS and BiCMOS are compared in
Fig. 4.22b. It may be noted that the BICMOS inverter does not provide
strong high or strong low outputs. High output

iS Vga—Vce1, where Vg, is the saturation voltage across Q1 and the low-
level output isV cgp, Which isthe saturation voltage across Q2.
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Fig. 423 Deélay of static
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The delays of CMOS and BiCMOS inverters are compared in Fig. 4.23 for dif-
ferent fan-outs. Here, it is assumed that for CMOS, W, = 15 um and W, = 7 um and

for the BICMOS, Wy = W, = 10 p m and W1 = Wp = 2 4 m. It may be noted that for
fan-out of 1 or 2, CMOS provides smaller delay compared to BiCMOS due to lon-

ger delay through its two stages. However, as fan-out increases further,
BiCMOS performs better. So, BiCMOS inverters should be used only for
larger fan-out.

4.7.3 Buffer Sizing



It may be observed that an MOS transistor of unit length (2\) has gate capacitance
proportional to its width (W), which may be multiple of A. With the increase of the
width, the current driving capability is increased. But this, in turn, also increases the

gate capacitance. As a conseguence, the delay in driving a load capacitance C_ by a

transistor of gate capacitance Cy is given by the relationship (¢, / ¢g )1, where Tis the
unit delay, or delay in driving an inverter by another of the same size.

Let us now consider a situation in which alarge capacitive load, such as
an out-put pad, is to be driven by an MOS gate. The typical value of such
load capacitance is about 100 pF, which is several orders of magnitude

higher than Cy. If such a load is driven by an MOS gate of minimum
dimension (2A x 2A), then the delay will be 10%t. To reduce this delay, if

the driver transistor is made wider, say 10°” 2A, the delay of this stage
becomes 1, but the delay in driving this driver stage is 1000t, so, the total
delay is 10011, which is more than the previous case. It has been observed
that the overall delay can be minimized by using a cascaded stage of
inverters of increasing size as shown in Fig. 4.24. For example,
considering each succeeding stage is ten times bigger than that of the
preceding stage, each stage gives a delay of 10t. This results in a tota
delay of 31t instead of 1001t. Now, the question arises about the relative
dimension of two consecutive stages. If relative dimension is large, fewer
stages are needed, and if relative dimension is small, a large number of
driver stages is needed. Let us assume that there are n stages and each
buffer is scaled up by a factor of f, which gives stage delay of ft. For n
stages, the delay is nft. Let y be the ratio of the load capacitance to one
gate capacitance. Then, for n buffer stagesin cascade
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Fig. 4.24 aUsing asingledriver with Wto L ratio of 1000:1; b using drivers of increasing size
with stageratio of 10. Wwidth; L length

C 92 ® C \ nft=

g gl g2 gn

As each stage gives a delay of 1, the total delay of n stagesis

ft

Inf



(4.52

(4.51)

The delay is proportiona to In(y), which is dependent on the capacitive load C|. and
for a given load In(y) is constant. To find out the value of f at which the delay is
minimum, we can take the derivative of f/In(f) with respect to f and equate it to zero.

f 1
\ d—y» In f-f—
In(f) f
= =0.
dt In? f

or In(f) = 1 or f = e, where e is the base of natural logarithm.

The minimum total delay is

\ tmm:nf-[:erln—



(4.54

(4.53)

Therefore, the total delay is minimized when each stage is larger than the previous one
by afactor of e. For 4:1 nMOS inverters, delay per pair is 5t and overall delay is

n
2€51= 2 net=2.5ent (neven).
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Fig. 4.25 Variation of delay

with stageratio
6WDJH
UDWL
'I
Table4.4 Variation of delay f fle In(f)
with buffer sizing 2 1.062
e 1.000
3 1.005
4 1.062
5 1.143

6 1.232




For CMOS, the overall delay is = 3.5ent (n even)

It may be noted that the minimum total delay is a slowly varying
function of f as shown in Fig. 4.25. Therefore, in practice, it may be
worthwhile to scale the buffers by 4 or 5 to 1. This alows saving of the
real estate at the cost small speed penalty, say about 10 % that the
minimum possible delay (Table 4.4).

M OS Combinational Circuits

Abstract This chapter deals with metal—oxide-semiconductor (MOS)
combina-tiona circuits. The operation of pass-transistor logic circuits
based on switch logic is explained and advantages and limitations of pass-
transistor logic circuits are highlighted. The different members of pass-
transistor logic family are introduced. The static and switching
characteristics of multi-input NOR and NAND gates based on gate logic
are discussed in detail. The operation of MOS dynamic circuits are
explained and charge sharing and charge leakage problems associated with
MOS dynamic circuits are introduced. The clock skew problem of MOS
dynamic circuits is aso discussed. The operation of domino-
complementary metal—oxide—-semi-conductor (CMOS) and (NO Race)
NORA-CMOS dynamic circuits is explained. Readlization of severa
example functions, such as full adder, parity generator, and priority
encoder, using the three logic styles is considered and their area and delay
are compared.



Keywords Pass-transistor logic - MOS dynamic circuits - Complementary
pass-transistor logic - Swing-restored pass-transistor logic - Double pass-
transistor logic - Charge sharing problem - Charge leakage problem -
Clock skew - Domino CMOS - NORA CMOS - Fan-in - Fan-out -
Switching characteristic - Pre-charge logic - Priority encoder - Parity
generator

5.1 Introduction

There are two basic approaches of realizing digital circuits by metal—
oxide-semi-conductor (MOS) technology: switch logic and gate logic. A
switch logic is based on the use of “pass transistors” or transmission gates,
just like relay contacts, to steer logic signals through the device. On the
other hand, gate logic is based on the redization of digital circuits using
inverters and other conventiona gates, asit is typically done in transistor—
transistor logic (TTL) circuits. Moreover, depending on how circuits
function, they can also be categorized into two types. static and dynamic
gates. In case of static gates, no clock is necessary for their operation and
the output remains steady for as long as the supply voltage is maintained.
Dynamic circuits are realized by making use of the information storage
capability of the in-trinsic capacitors present in the MOS circuits.
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A basic operation of pass-transistor logic circuits is considered in Sect.
5.2. Re-dlization of pass-transistor logic circuits, overcoming the problems
highlighted in Sect. 5.2.1, has been presented in Sect. 5.2.2. The
advantages and disadvantages of passtransistor logic circuits are
considered in Sect. 5.2.2. Pass-transistor logic families are introduced in
Sect. 5.2.3. Logic circuits based on gate logic are consid-ered in Sect. 5.3.
The operation of n-type MOS (nMOS), NAND, and NOR gates has been
presented in Sect. 5.3.2. Realization of complementary metal—oxide-semi-
conductor (CMOS) NAND and NOR gates has been discussed in Sect.
5.3.3. The switching characteristic of CMOS gates is considered in Sect.
5.3.4. Section 5.4 introduces MOS dynamic logic circuits. Section 5.5
presents the realization of some example circuits.

5.2 Pass-Transistor Logic

As pass transistors functionally behave like switches, logic functions can
be re-alized using pass transistors in a manner similar to relay contact
networks. Re-lay contact networks have been presented in the classical text
of Caldwell (1958). However, a closer look will reveal that there are some
basic differences between relay circuits and pass-transistor networks.
Some of the important differences are discussed in this section [1]. In our
discussion, we assume that the pass transistors are nMOS devices.



As we have seen in Sect. 3.6, a high-level signal gets degraded as it is
steered through an nMOS pass transistor. For example, if both drain and
gate are at some high voltage level, the source will rise to the lower of the

two potentids: Vgg and (Vgs—Vy). If both drain and gate are at Vyq, the

source voltage cannot exceed (Vyg—V:). We have adready seen that when a
high-level signal is steered through a pass tran-sistor and applied to an
inverter gate, the inverter hasto be designed with a high inverter ratio (8:1)
such that the gate drive (3.5 V assuming the threshold voltage equal to 1.5
V) is sufficient enough to drive the inverter output to an acceptable low
level. This effect becomes more prominent when a pass-transistor output is
alowed to drive the gate of another pass-transistor stage as shown in Fig.
5.1. As the gate voltage is 3.5 V, the high-level output from the second
pass transistor can never exceed 2.0 V, even when the drain voltage is5V
as shown in Fig. 5.1. In such a situation, the gate potential will not be
sufficient enough to drive the output low of an inverter with an aspect ratio
of 8:1. Therefore, while synthesizing nM OS pass-transistor logic, one must
not drive the gate of a pass transistor by the output of another pass
transistor. This problem does not exist either in relay logic or in case of
transmission gate.
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Fig. 5.2 a Relay logic to realize f = a + b'c. b Pass-transistor network corresponding to relay
logic. ¢ Proper pass-transistor network forf=a+b'c

In the synthesis of relay logic, the network is realized such that high-
level signal reaches the output for which the function is “1.” Absence of
the high voltage level is considered to be “0.” In pass-transistor logic,
however, this does not hold good. For example, to realize the functionf = a
+ b ' c the relay logic network is shown in Fig. 5.2a. The pass-transistor
realization based on the same approach is shown in Fig. 5.2b. It can be
easily proved that the circuit shown in Fig. 5.2b does not redize the
function f = a+ b 'c. Let us consider an input combination (say 100) for
which the function is “1,” the output will rise to high level by charging the
output load capacitance. Now, if we apply an input combination 010, for
which the function is “0,” then the output remains at “1” logic level
because the output capacitance does not get a discharge path when input
combination of 010 is applied. A correct NMOS pass-transistor realization
of f=a+ b'cisshown in Fig. 5.2c. The difference be-tween the circuit of
Fig. 5.2c and that of Fig. 5.2b is that it provides a discharge path of the
output capacitor when the input combination corresponds to a low-load
output. Therefore, in synthesizing pass-transistor logic, it is essential to
provide both charging and discharging path for the load capacitance. In
other words, charg-ing path has to be provided for al input combinations
requiring a high output level and discharge path has to be provided for al
input combinations requiring alow output level.



Finally, care should be taken such that advertently or inadvertently an
output point is not driven by signals of opposite polarity. In such a
situation, each transis-tor acts as a resistor and a voltage about half of the
high level is generated at the output. Presence of this type of path is known
as sneak path. In such a situation, an undefined voltage level is generated
at a particular node. This should be avoided.

521 Realizing Pass-Transistor Logic

Pass transistors can be used to realize multiplexers of different sizes. For
example, 2-to-1 and 4-to-1 multiplexer realization using pass transistor is
shown in Fig. 5.3a, b, respectively. Now, any two-variable function can be
expanded around the vari-ables using Shannon’s expansion thereon. The
expanded function can be represent-ed by the following expression:

\
f(ab)=goab’'+gab+g,ab + gz ab.

(5.1)
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Fig.5.3 aA 2-to-1 multiplexer. b A 4-to-1 multiplexer circuit using pass-transistor network
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Each g can assume a binary value, either O or 1, depending on the
function. By ap-plying the variables to control the gate potential and
applying the logic value g; to an input g the function can be realized. In
thisway, any function of two variables can be realized.

The redization of the function f = a'b + ab’ is shown in Fig. 5.4a. When
a func-tion is realized in the above manner, none of the problems
mentioned earlier arises. This approach may be termed as universal logic
module (ULM)-based approach because of the ability of multiplexers to
realize any function up to a certain number of input variables.

However, the circuit realized in the above manner may not be optimal in
terms of the number of pass transistors. That means, there may exist
another realization with lesser number of pass transistors. For example,
optimal redlization of f = ab + ab’ is shown in Fig. 5.4b. Optimal network
may be obtained by expanding a function iteratively using Shannon’s
expansion theorem. The variable around which expan-sion is done has to
be suitably chosen and each reduced function is further expanded until it is
acongtant or asingle variable.

Example 5.1 Consider thefunction f = a + b'c. Realize it using pass-transistor logic.

By expanding around the variable “a,” we getf=a.1 + a'.b'c.

Now, by expanding around the variable “b,” we getf=a 1+a'(b 0+
b ¢
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No further expansion is necessary because there does not exist any
reduced function, which is a function of more than one variable.
Realization of the function

f=a + b 'c based on this approach is shown in Fig. 5.2c. Circuit
realization based on the above approach is not only area efficient but also
satisfies all the require-ments of pass-transistor logic realization mentioned
earlier.

5.2.2  Advantages and Disadvantages

Realization of logic functions using pass transistors has severa advantages
and disadvantages. The advantages are mentioned below:

a\ Ratioless: We have seen that for a reliable operation of an inverter (or
gate logic), the width/length (W/L) ratio of the pull-up device is four
times (or more) that of the pull-down device. As a result, the
geometrical dimension of the transistorsis not minimum (i.e., 2A x 2A ).
The pass transistors, on the other hand, can be of minimum dimension.
This makes pass-transistor circuit realization very area efficient.

b.\ Powerless: In a pass-transistor circuit, there is no direct current (DC)
path from supply to ground (GND). So, it does not require any standby
power, and power dissipation is very small. Moreover, each additional
input requires only a mini-mum geometry transistor and adds no power
dissipation to the circuit.

c.\ Lower area: Any one type of pass-transistor networks, nMOS or p-type
MOS (pMOS), is sufficient for the logic function redization. This
results in a smaller number of transistors and smaller input loads. This,
in turn, leads to smaler chip area, lower delay, and smaller power
consumption.

However, pass-transistor logic suffers from the following disadvantages:



1\ When a signal is steered through severa stages of pass transistors, the
delay can be considerable, as explained below.

When the number of stages is large, a series of pass transistors can be
modeled as a network of resistance capacitance (RC) elements shown in
Fig. 5.5. The ON

resistance of each pass transistor is Rpass and capacitance Ci.. The value of Ryass and
CL depends on the type of switch used. The time constant Ryass C. approximately

gives the time constant corresponding to the time for C;_ to charge to 63 % of its final
value. To calculate the delay of a cascaded stage of n transistors, we can simplify the
equivalent circuit by assuming that all resistances and capacitances are equal and

can be lumped together into one resistor of value n x Rpass and one capacitor of value

n x C . The equivalent time constant is n 2 Rpass CL. Thus, the delay increases as the
square of number of pass transistors in series. However, this simplified analysis

leads to overestimation of the delay. A more accurate estimate of the delay
can be obtained by approximating the effective time constant to be

\ T =_RC,
at L ko « (5.2

k
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Fig. 5.5 aPasstransistor Q Q Q
network. b RC model for 1 2 n
the pass-transitor network.

RC resistance capacitance

where Ry stands for the resistance for the path common to k
and input. For k = 4,

\Teﬁ = R1C1 + (Rl + R2 )C 2+ (R]_ + Rz + R3 )C3 + (R]_ + Rz + R3 + Rn )CL. (5.3)

nin
+1)
Time constant T= CR

e

2

Assuming all resistances are equal to Rpass and all capacitances are equal to
C, the

delay of the n-stage pass-transistor network can be estimated by using the



Elmore

approximation:
\ n(n

+1)

For n =4, thedelay is

tp = 6.9Rps C,

which are ten times that of single-stage delays.

The above delay estimate implies that the propagation delay is proportional to n2
and increases rapidly with the number of cascaded stages. This also sets the limit on
the number of pass transistors that can be used in a cascade. To overcome this prob-
lem, the buffers should be inserted after every three of four pass-transistor stages.

For alarge value of n, let buffers are introduced after each k stages, as
shown in Fig. 5.6 for k = 3. Assuming a propagation delay of each buffer is

tout, the overall propagation delay can be computed as follows:

K(k+ n(k
n ) n +1) n

C R C R
tp=069  — 7L pss — Ty =0.69"L s — — Ly
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Fig. 5.6 Buffersinserted after every three stages

In contrast to quadratic dependence on n in a circuit without buffer, this
expression shows a linear dependence on the number n. An optimal value
of k can be obtained from

6tp buf

_ Kk

=0 oot =1.7 3
R C
o0k pass L

for Rpass = 10kQ, C = 10fF, t pr = 0.5n sec, weget k= 3.8.

Therefore, a cascade of more than four pass-transistor stagesis not
recommend-ed to restrict the delay within areasonable limit.

2\ Aswe have mentioned earlier, thereis avoltage drop (Vgut = Vgg—Vin) 8S we steer
the signal through nMOS transistors. This reduced level leads to high static cur-

rents at the subsequent output inverters and logic gates. In order to avoid
this, it is necessary to use additional hardware known as the swing
restoration logic at the gate outpuit.



3.\ Pass-transistor structure requires complementary control signals. Dual -
rail logic is usually necessary to provide al signals in the
complementary form. As a con-sequence, two MOS networks are again
required in addition to the swing restora-tion and output buffering
circuitry.

The required double inter-cell wiring increases wiring complexity and
capacitance by a considerable amount.

5.2.3 Pass-Transistor Logic Families

Severa pass-transistor logic styles have seen proposed in recent years to
overcome the limitations mentioned above. The most common ones are:
the conventional nMOS pass-transistor logic or complementary pass-
transistor logic (CPL), the dual pass-transistor logic (DPL), and the swing-
restored pass-transistor logic (SRPL) [2]. In this section, they are
introduced and compared.

Complementary Pass-Transistor Logic A basic structure of a CPL gate is shown in
Fig. 5.7a. It comprises two NMOS pass-transistor logic network (one for each rail), two
small pull-up pMOS transistors for swing restoration, and two output inverters for the
complementary output signals. CPL redlization for the 2-to-1
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Fig. 5.7 a Basic complementary pass-transistor logic (CPL) structure; and b 2-to-1 multiplexer
realization using CPL logic
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Fig. 5.8 Complementary pass-transistor logic (CPL) logic circuit for a 2-input AND/NAND, b
2-input OR/NOR, and ¢ 2-input EX-OR

multiplexer is shown in Fig. 5.7b. This is the basic and minimal gate
structure with ten transistors. All two-input functions can be implemented
by this basic gate struc-ture. Realizations of 2-input NAND, NOR, and
EX-OR functions are shown in Fig. 5.8a-c, respectively.

Swing-Restored Pass-Transistor Logic The SRPL logic style is an
extension of CPL to make it suitable for low-power low-voltage
applications. The basic SRPL logic gate is shown in Fig. 5.9a, where the
output inverters are cross-coupled with a latch structure, which performs
both swing restoration and output buffering. The pull-up pMOS transistors
are not required anymore and that the output nodes of the nMOS networks
are the gate outputs. Figure 5.9b shows an example of AND/ NAND gate
using SRPL logic style. Astheinverters have to drive the outputs and must
also be overridden by the nMOS network, transistor sizing becomes very
dif-ficult and results in poor output-driving capacity, slow switching, and
larger short-circuit currents. This problem becomes worse when many
gates are cascaded.

Double Pass-Transistor Logic The DPL isamodified version of CPL, in
which both nMOS and pMOS logic networks are used together to alleviate
the problem of the CPL associated with reduced high logic level. As this
provides full swing on
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the output, no extra transistors for swing restoration is necessary. Two-
input AND/ NAND DPL realization is shown in Fig. 5.10. As shown in the
figure, both nMOS and pMOS pass transistors are used. Although, owing
to the addition of pMOS transistor, the output of the DPL is full rail-to-rail
swing, it resultsin increased input capacitance compared to CPL. It may be
noted that DPL can be regarded as dual-rail pass-gate logic. The DPL hasa
balanced input capacitance, and the delay is independent of the input delay
contrary to the CPL and conventional CMOS pass-transistor logic, where
the input capacitance for different signal inputs is the same. Astwo current
paths always drive the output in DPL, the reduction in speed due to the
additional transistor is compensated.

Single-Rail Pass-Transistor Logic A singlerail pass-transistor logic style has been
adopted in the single-rail pass-transistor logic (LEAP;, LEAnN integration with pass
transistors) [7] design which exploits the full functionality of the multiplexer structure
scheme. Swing restoration is done by a feedback pull-up pMOS transistor. This is
slower than the cross-coupled pMOS transistors of CPL working in dif-ferential mode.
This swing restoration scheme works for Vgg > Vin + Vyp , because the threshold
voltage drop through the nMOS network for a logic “1” prevents the hM|OS of the
inverter and with that the pull-up pMOS from turning ON. As a conse-quence,
robustness at low voltages is guaranteed only if the threshold voltages are
appropriately selected. Complementary inputs are generated locally by inverters.



112

5 MOS Combinational Circuits

out

out

out




b 12

Fig.5.11 Singlerail pass-transistor logic (LEAP) cells

Three basic cells; Y1, Yo, and Y3, used in LEAP logic design is shown in Fig. 5.11. It
may be noted that Y1 cell corresponds to a 2-to-1 multiplexer circuit, whereas Y3

corresponds to 4-to-1 multiplexer circuit realized using three 2-to-1 multiplexers. Y is
essentially a 3-to-1 multiplexer realized using two 2-to-1 multiplexers. Any complex
logic circuit can be realized using these three basic cells.

Comparison of the pass-transistor logic styles based on some important
circuit parameters, such as number of MOS transistors, the output driving
capabilities, the presence of input/output decoupling, requirement for
swing restoration circuits, the number of rails, and the robustness with
respect to voltage scaling and transistor sizing, isgivenin Table 5.1.
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Table5.1 Qualitative comparisons of the logic styles

Logicstyle #MOS Output 1/10 Swing # Rails Robustness
networks driving decoupling restoration

CMOS 2n Med/good Yes No Single High

CPL 2n+6 Good Yes Yes Dual Medium
SRPL 2n+4 Poor No Yes Dual Low

DPL an Good Yes No Dual High
LEAP n+3 Good Yes Yes Single Medium
DCVSPG 2n+2 Medium Yes No Dual Medium

MOS metal—oxide-semiconductor, 1/O input/output, CMOS complementary metal—oxide-semi-
conductor, CPL complementary pass-transistor logic, SRPL swing-restored pass-transistor logic,
DPL double pass-transistor logic, LEAP single-rail pass-transistor logic, DCVSPG differential
cas-code voltage switch pass gate

Fig.5.12 aFan-in of gates; fan-out = 3

and b fan-out of gates D fan-in =2
_j_)' fan-in= 4
a

5.3 Gatelogic

In gate logic, conventional gates, such as inverters, NAND gates, NOR
gates, etc., are used for the realization of logic functions. In Chap. 4, we
have already discussed the possible realization of inverter circuits by using
both NMOS and CMOS tech-nology. Realization of NAND, NOR, and
other types of gates are considered in this section.



A basic inverter circuit can be extended to incorporate multiple inputs
leading to the realization of standard logic gates such as NAND and NOR
gates [4]. These gates along with the inverters can be used to realize any
complex Boolean function. In this section, we shall consider various issues
involved in the realization of these multi-input gates. But, before that we
introduce the concept of fan-in and fan-out, which are important
parametersin the realization of complex functions using these gates.

531 Fan-In and Fan-Out

Fan-in is the number of signal inputs that the gate processes to generate
some out-put. Figure 5.12a shows a 2-input NAND gate and a four-input
NOR gate with fan-in of 2 and 4, respectively. On the other hand, the fan-
out is the number of logic inputs driven by a gate. For example, in Fig.
5.12b afour-input NOR gate is shown with fan-out of 3.



114
5 MOS Combinational Circuits
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532 nMOSNAND and NOR Gates

Realizations of NMOS NAND gate with two or more inputs are possible.
Let us consider the generalized realization with n inputs as shown in Fig.
5.13 with a de-pletion-type nMOS transistor as a pull-up device and n
enhancement-type nMOS transistors as pull-down devices. In this kind of
realization, the length/width (L/W) ratio of the pull-up and pull-down
transistors should be carefully chosen such that the desired logic levels are
maintained. The critical factor here is the low-level output voltage, which
should be sufficiently low such that it turns off the transistors of the
following stages. To satisfy this, the output voltage should be less than the



threshold voltage, i.e., Vot < Vi = 0.2 Vgg. To get alow-level output, al the
pull-down transistors must be ON to provide the GND path. Based on the
equivalent circuit shown in Fig. 5.13b, we get the following relationship:

vV Al
dd pd

o 0.2Vyq, (5.5

for the boundary condition

— Zy—02

0r NZ pg 0.2nZ g + 0.2Zpy

L
pu

or 4,

Therefore, the ratio of Zp,, to the sum of all the pull-down Zpgs must be at
least 4:1. It may be noted that, not only one pull-down transistor is
required per input of the NAND gate stage but also the size of the pull-up
transistor has to be adjusted
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Fig. 5.14 a Genera CMOS network; and b n-input CMOS NAND gate. CMOS complementary
MOS, p-type MOS, n-type MOS

to maintain the required overall ratio. This requires a considerably larger
areathan those of the corresponding nMOS inverter.

Moreover, the delay increases in direct proportion to the number of
inputs. If each pull-down transistor is kept of minimum size, then each will
represent one gate capacitance at its input and resistance of al the pull-
down transistors will be in series. Therefore, for an n-input NAND gates,
we have adelay of n-timesthat of aninverter, i.e.,

NAND inv

As a consequence, NMOS NAND gates are only used when absolutely
necessary and the number of inputs is restricted so that area and delay
remain within some limit.



An n-input NOR gate is shown in Fig. 5.13c. Unlike the NAND gate,
here the output is low when any one of the pull-down transistorsis on, asit
happens in the case of an inverter. As a consegquence, the aspect ratio of the
pull-up to any pull-down transistor will be the same as that of an inverter,
irrespective of the number of inputs of the NOR gate.

The area occupied by the nMOS NOR gate is reasonable, because the
pull-up transistor geometry is not affected by the number of inputs. The
worst-case delay of an NOR gate is also comparable to the corresponding
inverter. As a consequence, the use of NOR gate in circuit realization is
preferred compared to that of NAND gate, when there is a choice.

5.3.3 CMOS Realization

The structure of a CMOS network to realize any arbitrary Boolean
function is shown in Fig. 5.14a. Here, instead of using a single pull-up
transistor, a network of pMOS transistorsis used as pull up. The pull-down
circuit is a network of NMQOS transistors, as it is done in the case of an
NMOS realization.
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5331 CMOSNAND Gates

Let us consider an n-input NAND gate as shown in Fig. 5.14b. It has fan-in of n having
n number of NMOS transistor in series in the pull-down path and n number of pMOS
transistors in parallel in the pull-up network. We assume that all the tran-sistors are of
the same size having awidth W= W, = W, and length L = L = L. If @l inputs are tied
together, it behaves like an inverter. However, static and dynamic characteristics are
different from that of the standard inverter. To determine the inversion point, pMOS
transistors in parallel may be equated to a single transistor with the width n times that
of a single transistor. And nMOS transistors in series may be considered to be
equivalent to have alength equal to n times that of asingle

transistor as shown in Fig. 5.15a. This makes the transconductance

ratio = Bn.
Substituting these valuesin Eq. 4.17, we o
get 18 By
\
Bn
V +V +V
d

d tp n N Bp

inv = JR——

I+ Bn (5.6)




or —_
v
Vag+Vip Bn
\ +
g[ Bp
vV = — .
‘J _ (5.7)
1 Bn
1+n \/
. . B . .
Asthefan-in number nincreases, ratio (transconductance ratio)
the B decreases

p

leading to increase in Vip,. In other words, with the increase in fan-in, the
switching point (inversion point) moves towards the right. It may be noted
that in our analysis, we have ignored the body effect.



5.3 Gatelogic

117
. . Vdd
Fig.5.16 an-input comple-
mentary MOS (CMOS)
NOR gate and b the n
equivalent circuit
Wp: an
—_—
1 ; I Vin Vout
—3 5 nwp: Lp
1 I:
L. 4

5332 CMOSNOR Gates

The redlization of the n-input CMOS NOR gate is shown in Fig. 5.16a. Its
equivalent circuit is shown in Fig. 5.16b. In this case, the
transconductance ratio is equal

Substituting thisratio in Eq. 5.6, we get

I

Vg + th + NV B_p

v = : (5.8)



,/Bp
As the fan-in number nincreases, the " ratio (transconductance ratio) increases Bp

leading to adecrease in Vj,y. In other words, with the increase in fan-in, the switch-ing
point (inversion point) moves towards the left. Here, also, we have ignored

the body effect. Therefore, with the increase in fan-in the inversion point moves
towards |eft for NOR gates, whereas it moves towards right in case of NAND gates.

5.3.4 Switching Characteristics

To study the switching characteristics, let us consider the series and
paralel tran-sistors separately. Figure 5.17a shows n pull-up pMOS
transistors with their gates tied together along with a load capacitance C, .
An equivalent circuit is shown in Fig. 5.17b. Intrinsic time constant of this
network is given by

\ R
*(n Ro
{ =—C  )+—
| n n
(5.9)
Ro
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Here, the load capacitance C includes all capacitances on the output node
except the output capacitances of the transistorsin parallel. The worst-case
rise time occurs when only one pMOS transistor is ON and remaining
pMOS transistors are OFF. This rise time is close to the rise time of an
inverter.

To find out the fall-time (high-to-low time), let us consider the n
numbers of series-connected-nMOS transistors as shown in Fig. 5.18a. The
intrinsic switching time for this network based on Fig. 5.18b is given by

o =nRy *Yioad+ 0.35R, Cinn (N —1) (5.10)

The first term represents the intrinsic switching time of the n-series-
connected tran-sistors and the second term represents the delay caused by

R, charging Cinn. For an n-input NAND gate

*Cas (5.12)

and

outn

L =Ry *"Cop *CL + 0.35R, Cinn (N —1) . (5.12)

Thus, the delay increases linearly with the increase of fan-in number n.
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In a similar manner, the rise and fall times of an n-input NOR gate can be
obtained as

R, +
t =—(Cc C ) (5.13)
df outp L
n
and
\
C
outp
Yo TRe—""C% i+ 0.35R, Cin (N -1)°. (5.14)
n

It may be noted that in case of NAND gate, the discharge path is through
the series- connected-nMOS transistors. As a consequence, the high-to-
low delay increases with the number of fan-in. If the output load
capacitance is considerably larger than other capacitances then the fall time
reducestot ¢ = NR, C_ and t 4 = R, C_ . On the other hand, in case of
NOR gate the charging of the load capacitance take place through the
series connected pMOS transistors giving risetime t ¢ = NRy, CL and t ¢ =
R, CL . AsR, > R, therise-time delay for NOR gates is more than the fall-
time delay of NAND gates with the same fan-in. This is the reason why
NAND gates are generally a better choice than NOR gates in
complementary CMOS logic. NOR gates may be used for limited fan-out.

53.6 CMOS Complex Logic Gates



By combining MOS transistors in series-parallel fashion, basic CMOS NAND/NOR
gates can be extended to realize complementary CMOS complex logic gates. Basic
concept of realizing a complex function f by a single gate is shown in Fig. 5.19a. Here,
the nMOS network corresponds to the function f ' and the pMOS network is
complementary of the nMOS network. For example, the realization of the function

f=A+BCisshowninFig. 5.19.
Here, f=A'+BC f'=(A +BC) =A(B +C).

The pull-down nMOS network realizes A( B' + C'), whereas pull-up
pMOS net-work realizes A' + BC . In this redization, both nMOS and
pMOS network are, in general, series—paralel combination MOS
transistors as shown in Fig. 5.19b. Full-complementary CMOS realization
of half-adder function is shown in Fig. 5.19c.

Here, SSA B=AB+AB' S=(AB+AB)=(A+B)(A +B).

In realizing complex functions using full-complementary CMOS logic,
it is nec-essary to limit the number of MOS transistors in both the pull-up
and pull-down network, so that the delay remains within the acceptable
limit. Typicaly, thelimit isin the range of 4-6 MOS transistors.
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54 MOSDynamic Circuits

The MOS circuits that we have discussed so far are static in nature [2]. In
static circuits, the output voltage levels remain unchanged as long as inputs
are kept the same and the power supply is maintained. NMOS static circuits
have two disad-vantages. they draw static current aslong as power remains
ON, and they require larger chip area because of “ratioed” logic. These
two factors contribute towards slow operation of NMOS circuits. Although
there is no static power dissipation in afull-complementary CMOS circuit,
the logic function is implemented twice, one in the pull-up p-network and
the other in the pull-down n-network. Due to the extra area and extra
number of transistors, the load capacitance on gates of a full-comple-
mentary CMOS is considerably higher. As a consequence, speeds of
operation of the CMOS and nMOS circuits are comparable. The CMOS
not only has twice the available current drive but also has twice the
capacitance of nMOS. The trade-off in choosing one or the other is



between the lower power of the CMOS and the lower area of NMOS (or
pseudo NMOS).

In the static combinational circuits, capacitance is regarded as a
parameter re-sponsible for poor performance of the circuit, and therefore
considered as an un-desirable circuit element. But, a capacitance has the
important property of holding charge. Information can be stored in the
form of charge. This information storage capability can be utilized to
realize digital circuits. In MOS circuits, the capaci-tances need not be
externally connected. Excellent insulating properties of silicon dioxide
provide very good quality gate-to-channel capacitances, which can be used
for information storage. Thisisthe basis of MOS dynamic circuits. In Sect.
5.4.1, we discuss how dynamic MOS circuits are realized utilizing these
capacitances us-ing single-phase and two-phase clocks.

We shall see that the advantage of low power of full-complementary CMOS cir-
cuits and smaller chip area of NMOS circuits are combined in dynamic circuits lead-
ing to circuits of smaller area and lower power dissipation. MOS dynamic circuits
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Fig. 5.20 a Single-phase clock; and b single-phase n-type MOS (nMOS) inverter

are also faster in speed. However, these are not free from disadvantages.
Like any other capacitors, charge stored on MOS capacitors also leak. To
retain information, it is necessary to periodicaly restore information by a
process known as refreshing. There are other problems like charge sharing
and clock skew leading to hazards and races. Suitable measures should be
taken to overcome these problems. These problems are considered in Sect.
5.4.3.

54.1 Single-Phase Dynamic Circuits

To realize dynamic circuits, it is essential to use a clock. Two types of
clocks are commonly used; single-phase clock and nonoverlapping two-
phase clock. The single-phase clock consists of a sequence of pulses
having high (logic 1) and low (logic 0) levels with width W and time
period T as shown in Fig. 5.20a. A single-phase clock has two states (low
and high) and two edges per period. The schematic diagram of a single-
phase dynamic nMOS inverter is shown in Fig. 5.20b. Operation of a
single-phase inverter circuit is explained below.



When the clock isin the high state, both transistors Q, and Qg are ON. Depend-ing
on the input, Q1 is either ON or OFF. If the input voltage is low, Q is OFF and the
output capacitor (gate capacitor of the next stage) charges to Vg through Q> and Qs.
When the input voltage is high, Q1 is ON and the output is discharged through it to a

low level. When the clock is in the low state, the transistors Q, and Q3 are OFF,
isolating the output capacitor. This voltage is maintained during the OFF period of the
clock, provided the period is not too long. During this period, the power supply is also
disconnected and no current flows through the circuit. As current flows only when the
clock is high, the power consumption is small, and it depends on the duty cycle (ratio
of high time to the time period T). It may be noted that the output of the circuit is also

ratioed, because the low output voltage depends on the ratio of the ON resistance of Q4
to that of Q. Aswe know that, thisratio is related to the physical dimensions of Q to

Q2 (L:W ratio) and is often referred to as the inverter ratio. The idea of the MOS
inverter can be extended to realize dynamic MOS NAND, NOR, and other gates as
shownin Fig. 5.21.

The circuits realized using the single-phase clocking scheme has the
disadvan-tage that the output voltage level is dependent on the inverter
ratio and the number of transistors in the current path to GND. In other
words, single-phase dynamic
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circuits are ratioed logic. Moreover, as we have mentioned above, the
circuit dis-sipates power when the output is low and the clock is high.

Another problem arising out of single-phase clocked logic is known as
clock skew problem. This is due to a delay in a clock signal during its
journey through a number of circuit stages. This results in undesired
signals like glitch, hazards, etc. Some of the problems can be overcome
using two-phase clocking scheme as dis-cussed in the following

subsection.

5.4.2  Two-Phase Dynamic Circuits



A two-phase nonoverlapping clock is shown in Fig. 5.22a. As the two phases (¢1 and
©2) are never high simultaneously, the clock has three states and four edges and

satisfies the property 91.9'> = 0. There is a dead time, A, between transitions of the
clock signals as shown in Fig. 5.22a. The schematic diagram of a circuit that generates
two-phase clock is shown in Fig. 5.22b. The circuit takes a single-phase clock as an
input and generates two-phase clock as the output. The dead time, A, is decided by the
delay through the NAND gates and the two inverters. As the clock (clk) signal goes

low, @1 aso goes low after four gate delays. ¢, can go high after seven gate delays. In
asimilar manner, as clk goes high, @2 goes low &fter five gate delays and @1 goes high

after eight gate delays. So @2 (1) goes high after three gate delays and ¢1 (¢2) goes
low. Here the dead time is three gate delays. A longer dead time can be obtained by
inserting more number of invertersin the feedback path.

This two-phase clocking gives a great dea of freedom in designing circuits. An
inverter based on two-phase clock generator is shown in Fig. 5.23. When the clock @,
is high, the intrinsic capacitor charges to Vg through Q. And clock @4, which comes
after d, performs the evaluation. If V;, is high, Qo is turned ON and since Q3 is ON,
the capacitor discharges to the GND level and the output Vg attains low logic level. If
Vin islow, the Qo is OFF and there is no path for the capacitor to discharge. Therefore,

the output Vg remains at high logic level. It may be noted that the pull-up and pull-
down transistors are never simultaneously ON. The circuit has no DC current path
regardless of the state of the clocks or the information stored on the parasitic
capacitors. Moreover, the output is not ratioed, i.e., the low-level output is independent
of the relative value of the aspect ratio of the transistors. That
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is why the circuits based on two-phase clocking are often termed as
ratioless and powerless. Moreover, in dynamic circuits, there can be at the
most one transition per clock cycles, and therefore there cannot be multiple
spurious transitions called glitches, which can take place in static CMOS
circuits. Like inverter, NAND, NOR, and other complex functions can be

realized by replacing Qo with a network of two or more nMOS transistors.

54.3 CMOS Dynamic Circuits

Dynamic CMOS circuits avoid area penalty of static CMOS and at the
same time retains the low- power dissipation of static CMOS, and they can
be con-sidered as extension of pseudo-nMOS circuits. The function of
these circuits can be better explained using the idea of pre-charged logic.
Irrespective of
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several alternatives available in dynamic circuits, in all cases the output
node is pre-charged to a particular level, while the current path to the other
level is turned OFF. The charging of inputs to the gate must take place
during this phase. At the end of this pre-charge phase, the path between
the output node and the pre-charge source is turned OFF by a clock, while
the path to the other level is turned ON through a network of MOS
transistors, which represents this func-tion. During this phase, known as
evaluation phase, the inputs remain stable and depending on the state of
the inputs, one of the two possibilities occurs. The network of transistors
either connects the output to the other level discharging the output or no
path is established between the other level and output, thereby retaining the
charge. This operation is explained with the help of a circuit re-alization



for the function f = X3 + X3 X . The realization of this function using full-
complementary CMOS approach is shown in Fig. 5.24a. There are two al-
ternative approaches for realizing it using dynamic CMOS circuits. As
shown in Fig. 5.23b, the circuit is realized using the nMOS block scheme,
where there is only one pMOS transistor, which is used for pre-charging.
During ¢ = 0, the out-put is pre-charged to a high level through the pMOS
transistor. And during the evaluation phase (¢ = 1), the output is evaluated
through the network of nMOS transistors. At the end of the evaluation
phase, the output level depends on the input states of the nMOS transistors.
In the second approach, the circuit uses the pMOS block scheme, where
there is only one nMOS transistor used for pre-discharging the output as
shown in Fig. 5.24c. Here, during pre -charge phase, the output is pre-
discharged to a low level through the nMOS transistor and during
evaluation phase the output is evaluated through the network of pMOS
transistors. In the evaluation phase, the low-level output is either retained
or charged to a high level through the pMOS transistor network.
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54.4  Advantages and Disadvantages

The dynamic CMOS circuits have a number of advantages. The number of
transis-tors required for a circuit with fan-in Nis (N + 2), in contract to 2 N
in case of state CMOS circuit. Not only dynamic circuits require (N + 2)
MOS transistors but aso the load capacitance is substantially lower than
that for static CMOS circuits. This is about 50 % less than static CMOS
and is closer to that of nMOS (or pseudo NMOS) circuits. But, here full
pull-down (or pull-up) current is available for discharging (or charging) the
output capacitance.

Therefore, the speed of the operation is faster than that of the static
CMOS cir-cuits. Moreover, dynamic circuits consume static power closer
to the static CMOS. Therefore, dynamic circuits provide superior (area-
speed product) performance compared to its static counterpart. For
example, a dynamic NOR gate is about five times faster than the static
CMOS NOR gate. The speed advantage is due to smaller output
capacitance and reduced overlap current. However, dynamic circuits are
not free from problems, as discussed in the following subsections.



54.4.1 ChargeLeakage Problem

However, the operation of a dynamic gate depends on the storage of
information in the form of charge on the MOS capacitors. The source-
drain diffusions form para-sitic diodes with the substrate. If the source (or
drain) is connected to a capacitor C_ with some charge on it, the charge
will be dowly dissipated through the reverse-biased parasitic diode. Figure
5.25 shows the model of an nMOS transistor. The leakage current is
expressed by the diode equation:

p =ls(e VKT -1y,

where |5 is the reverse saturatlon current, V is the diode voltage, q is the
electronlc charge (1.602 x 10 ¢ °C) k isthe Boltzman in constant (1.38 x
J/K) and T is the temperature in Kelvin.

It may be noted that the leakage current is a function of the temperature. The cur-
rent isin the range 0.1-0.5 nA per device at room temperature. The current doubles
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for every 10 °C increase in temperature. Moreover, there will be some subthreshold
leakage current. Even when the transistor is OFF and the current can still flow from the
drain to source. This component of current increases when the gate voltage is above
zero and as it approaches the threshold voltage, this effect becomes more pronounced.

A sufficiently high threshold voltage V; is recommended to aleviate this problem. The
charge leakage results in gradual degradation of high-level volt-age output with time,
which prevents it to operate at a low clock rate. This makes it unattractive for many
applications, such as toys, watches, etc., which are operated at lower frequency to
minimize power dissipation from the battery. As a consequence, the voltage on the
charge storage node slowly decreases. This needs to be compen-sated by refreshing the
charge at regular intervals.

54.4.2 Charge Sharing Problem



Dynamic circuits suffer from charge sharing problem because of parasitic
capaci-tances at different nodes of a circuit. For example, consider the

circuit of Fig. 5.26a. The node A charges to Vyq during the pre-charge
phase with a charge of C| Vg stored on the capacitor C_ . Assume that the
parasitic capacitances of nodes B and C are C; and Cy, respectively. To
start with these capacitors are assumed to have no charges. As there is no
current path from node A to GND, it should stay at Vgg during the
evaluation phase. But because of the presence of C; and C,, redistribution

of charge will take place leading to the so-called charge-sharing problem.
This charge-shar-ing mechanism can be modeled as shown in Fig. 5.26b,

where C; and C, are con-nected to node A through two switches
representing the MOS transistors. Before the switches are closed, the

charge on C_ is given by Qa = V4gCL and charges at node B and C are Qg
=0and Q¢ =0, respectively.

After the switches are closed, there will be a redistribution of charges
based on the charge conservation principle, and the voltage Va at node A is
given by

CV
Law=(CL+Cy+C3)Va (5.15)
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Therefore, the new voltage at hode A, at the end of the evaluation phase,
will be\

Va Co
= —— V-
+C (5.16)
(CL+Cy)

If C;=C,=0.5C, then V5 = 0.5 Vgg. This may not only lead to incorrect
interpretation of the output but also results in the high-static-power
dissipation of the suc-ceeding stage.

To overcome the charge sharing and leakage problem, some techniques
may be used. As shown in Fig. 5.27, aweak pMOS (low W/L) is added as
a pull-up tran-sistor. The transistor always remains ON and behaves like a
pseudo-nMOS circuit during the evaluation phase. Although there is static
power dissipation due to this during evaluation phase, it helps to maintain
the voltage by replenishing the charge loss due to the leakage current or
charge sharing.



5443 Clock Skew Problem

It is not uncommon to use several stages of dynamic circuits to realize a Boolean
function. Although same clock is applied to al these stages, it suffers delay due to
resistance and parasitic capacitances associated with the wire that carry the clock pulse
and this delay is approximately proportional to the square of the length of the wire. As
a result, different amounts of delays are experienced at different points in the circuit
and the signal-state changes that are supposed to occur simultaneously may never
actually occur at the same time. This is known as clock skew problem and it results in
hazard and race conditions. For example, let us consider the two stages of CMOS
dynamic circuits. Timing relationship of the two clocks of two consecutive stages is
shown in Fig. 5.28a. The two clocks are not in synchroniza-tion. When pre-charging is
in progress for the first stage, evaluation phase has a-ready started in the second stage.
As the output is high at the time of the pre-charge phase, this will discharge the output

of the second stage through the MOS transistor Q1, irrespective of what will be the

output of the first stage during the evaluation phase. The charge loss leads to reduced
noise margins and even malfunctioning
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of the circuit; because, if the output depends on the difference in delay
time of the two clocks, then the charge on the load capacitance C_ of the
second stage may discharge to the extent that the voltage is less than the
threshold voltage of the MOS transistor of the next stage. As a
consequence, this problem may lead to incorrect output as a cascading
problem arises because the output is pre-charged to a high level, which
leads to inadvertent discharge of the next stage. This problem can be
overcome if the output can be set to low during pre-charge. This basic
concept is used in realizing domino CMOS.

There are several approaches to overcome this problem. One
straightforward approach to deal with this problem is to introduce a delay
circuit in the path of the clock that will compensate for the discharge delay
between the first and the second stage of the dynamic circuit. It may be
noted that the delay is a function of the complexity of the discharge path.
This “self-timing” scheme is fairly simple and often used is CMOS
programmable logic array (PLA) and memory design. How-ever, there
exist other approaches by which this problem can be overcome. Specia
type of circuits, namely domino and (no race) NORA CMOS circuits, as
discussed below, can also be used.

545 Domino CMOS Circuits

A single-domino CMOS gate is shown in Fig. 5.29. It consists of two distinct com-
ponents. The first component is a conventiona dynamic pseudo-nMOS gate, which
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works based on the pre-charge technique. The second component is a static
invert-ing CMOS buffer. Only the output of the static buffer is fed as an
input to the subse-quent stage. During the pre-charge phase, the dynamic
gate has a high output, so the buffer output is low. Therefore, during pre-
charge, al circuit inputs which connect the output of one domino gate to
the input of another are low, and the transistors which are driven by these
outputs are OFF. Moreover, during the evaluation phase, a domino gate
can make only one transition namely a low to high. This is due to the fact
that the dynamic gate can only go from high to low during the evaluation
phase. As aresult, the buffer output could only go from low to high during
evalua-tion phase, which makes the circuits glitch-free.

During the evaluation phase, output signal levels change from low to
high from the input towards the output stages, when several domino logic
gates are cascaded. This phenomenon resembles the chain action of a row
of falling dominos, hence the name domino logic [5].

Domino CMOS circuits have the following advantages:

*\ Since no DC current path is established either during the pre-charge
phase or during the evaluation phase, domino logic circuits have lower
power consump-tion.

*\ As n-block is only used to realize the circuit, domino circuits occupy
lesser chip area compared to static CMOS circuits.

*\ Due to lesser number of MOS transistors used in circuit realization,
domino CMOS circuits have lesser parasitic capacitances and hence
faster in speed com-pared to static CMOS.

Full pull-down current is also available to drive the output nodes.
Moreover, the use of single clock edge to activate the circuit provides
simple operation and maxi-mum possible speed. One limitation of domino
logic is that each gate requires an inverting buffer. However, this does not
pose a serious problem, because buffers are needed anyway to achieve
higher speed and higher fan-out. Another limitation of the domino logic is



that al the gates are non-inverting in nature, which calls for new logic
design paradigm which is different from the conventiona approach.

54.6 NORA Logic

Another alternative is to use the duality property of the n-blocks and p-
blocks used in the realization CMOS circuits. The pre-charge output of an
n-block is “1,” where-as the pre-charge output of a p-block is 0. By
aternatively using p-blocks and n-blocks, as shown in Fig. 5.30, the clock
skew problem is overcome in NORA logic circuits.

NORA stands for NO RAce [6]. Here, both the n- and p-blocks are in pre-charge
phase when clk = 1 or (clk = 0) . The outputs of n-mostly and p-mostly blocks are pre-
charged and pre-discharged to 1 and O, respectively. During this phase, the in-puts are
set up. The n-mostly and p-mostly blocks are in evaluation phase when
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clk- = 1. During this phase, inputs are held constant and outputs are evaluated as a function of the inputs.

As pre-charged condition output is 1 (0) for an n-block (p-block), it cannot lead to any discharge of the
outputs of a p-block (n-block). As a consequence, the inter-nal delays cannot result in a race condition,
and we may conclude that the circuits designed based on the NORA logic are internal -delay race-free.

Compared to the domino technique, this approach gives higher flexibility. As both inverted and non-inverted signals
are available from the NORA technique, alternating n-mostly and p-mostly blocks can be used to realize circuits of
arbitrary logical depth. When connection between same types of blocks is necessary, domino like inverters may be used
between them. The NORA logic style has the disadvan-tage that p-block is slower than n-blocks, due to lower mobility of
the current carrier of the pMOS circuits. Proper sizing, requiring extra area, may be used to equalize the delays. Compared
to domino logic circuits, the NORA logic circuits are faster due to the elimination of the static inverter and the smaller
load capacitance. The Digital Equipment Corporation (DEC)-alpha processor, the first 250 MHz CMOS microprocessor,
made extensive use of NORA logic circuits.

NORA technique can be also used to realize pipelined circuit in a convenient manner. A single stage of
a pipeline block is shown in Fig. 5.30. It consists of one n-mostly, one p-mostly, and a clocked CMOS
(CZMOS) block, which is used as a latch stage for storing information. The pipeline circuits can be
realized by apply-ing ¢ and ¢’ to consecutive pipeline blocks. For ¢ = 0 and ¢' = 1, the ¢-sections are pre-

charged; while, the @-sections outputs are held constant by the C*MOS latch stages. Then for phase ¢ =1
and @' = 0, the @-sections are in evaluation phase and @-sections are in pre-charge phase. Now, the ¢-
section outputs, evaluated in the previous phase, are held constant and the @-sections can use this
information for computation. In this way, information flows through the pipeline of aternating ¢ and ¢’
sections.



